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ABSTRACT

The Spanish language is one of the top 5 spoken languages in the world. Neverthe-
less, finding resources to train or evaluate Spanish language models is not an easy
task. In this paper we help bridge this gap by presenting a BERT-based language
model pre-trained exclusively on Spanish data. As a second contribution, we also
compiled several tasks specifically for the Spanish language in a single repository
much in the spirit of the GLUE benchmark. By fine-tuning our pre-trained model
on these tasks we achieve state-of-the-art results on several of them setting a new
baselines for Spanish NLP. In particular our model outperforms other BERT-based
models pre-trained on multilingual corpora. We released our model and the com-
pilation of the Spanish benchmarks to be used by the NLP community.

1 INTRODUCTION

The field of natural language processing (NLP) has made an incredible progress in the last two
years. Two of the most decisive features that have driven this improvement are the self-attention
mechanism, in particular the Transformer architecture (Vaswani et al., 2017), and the introduction
of unsupervised pre-training methods for NLP (Peters et al., 2018; [Howard & Ruder, 2018} [Devlin
et al.,2018) that take advantage of huge amounts of unlabeled text corpora. Thus the leading strategy
today for achieving good performance is to first train a Transformer-based model, say M, with
a general language-modeling task over a huge unlabeled corpus and then, after this first training
is over, “fine-tune” M by continue training it for a specific task using labeled data. Built upon
these ideas, the BERT architecture —that stands for “Bidirectional Encoder Representations from
Transformers”— (Devlin et al., |2018)), and several improvements thereof (Liu et al.,|2019;|Lan et al.,
2019; Yang et al., [2019bj [Clark et al., |2019), changed the landscape of NLP state-of-the-art during
2019.

BERT was initially released in two versions, one pre-trained over an English corpus and another
over a Chinese corpus (Devlin et al., 2018). As a way of providing a resource for other languages
besides English and Chinese, the authors also released a “multilingual” version of BERT (we call it
mBERT from now on) pre-trained simultaneously over a corpus including more than 100 different
languages. The mBERT model has shown an impresive performance when fine-tuned for language-
specific tasks and has achieved state-of-the-art results on many cross-lingual benchmarks (Wu &
Dredze, 2019; |Pires et al., 2019). The good performance of mBERT has drawn the attention of
many different NLP communities, and efforts have been made to produce BERT versions trained on
monolingual data. This has lead to the release of BERT models in Russian (Kuratov & Arkhipov)
2019), French (Martin et al., [2019; [Le et al.l 2019), Dutch (de Vries et al., [2019; |[Delobelle et al.,
2020), Italian (Polignano et al.,[2019), and Portugese (Souza et al.| 2019).

In this paper we present the first BERT-like model pre-trained for the Spanish language. Despite
Spanish being widely spoken (much more than the previously mentioned languages) finding re-
sources to train or evaluate Spanish language models is not an easy task. For this reason we also
compiled several Spanish-specific tasks in a single repository much in the spirit of the GLUE bench-
mark (Wang et al| 2019). By fine-tuning our Spanish-BERT model we achieve state-of-the-art
results on several tasks. In particular our model outperforms mBERT on part-of-speech tagging,
named-entity recognition, and natural-language inference. We release our pre-trained model, the
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training co}rﬁus, and the compilation of benchmarks as free resources to be used by the Spanish NLP
communit

In the rest of this paper we first present our Spanish-BERT model, then we describe the tasks that we
have compiled into a benchmark that we call GLUES (GLUE for Spanish), and finally the results
obtained by our model in some of the GLUES tasks. Before going into the details of our model and
results we briefly review the related work.

2 RELATED WORK

Pre-trained language models using deep neural networks became very popular starting with ULM-
Fit (Howard & Ruder, [2018). ULMFit is based on a standard recurrent neural network architecture
and a language-modeling task (predicting the next token from the previous sequence of tokens). By
using vast amounts of text, ULMFit is trained first for the language-modeling task trying that the
model acquires general knowledge from a big corpus. The model is then fine-tuned in a supervised
way to solve a specific task using labeled data. The empirical results shown that pre-training plus
fine-tuning can considerably outperform training a model from scratch for the same supervised task.

A similar pre-training strategy was later used by Devlin et al.| (2018) to propose the BERT model.
Compared with ULM-Fit, in BERT the recurrent architecture is changed by self-attention (Vaswani
et al.l 2017) which allows the prediction of a token to be dependant on every other token in the
same sequence. The task used for pre-trainig BERT, called masked language modeling, is based on
corrupting an input sequence by arbitrary deleting some of the tokens and then training the model to
reconstruct the original sequence (Devlin et al.| 2018). Several variations of BERT in terms of the
training method and the task used for pre-training have been proposed (Liu et al.,[2019; Joshi et al.,
2019; |Yang et al., 2019b)). There have also been efforts to make models more efficient in terms of
number of parameters or training time (Sanh et al.|[2019; Lan et al.l 2019} |Clark et al.,[2019).

Wu & Dredze| (2019) and [Pires et al.| (2019) studied Multilingual BERT models, that is, models
pre-trained simultaneously on corpora from different languages. These works showed how a single
model can learn from several languages setting strong baselines for non-English tasks. XLM (Lam-
ple & Conneau, 2019)) introduced a supervised objective which involved parallel multilingual data
and XLM-RoBERTa (Conneau et al.| 2019) got the multilingual models to the big leagues in terms
of model size.

Several single-language BERT models came with results that usually got better performance than
multilingual models. CamemBERT (Martin et al., | 2019) and FlauBERT (Le et al., 2019) for French,
BERTje (de Vries et al.,|[2019) and RobBERT (Delobelle et al., 2020) for Dutch, FinBERT (Virtanen
et al., [2019) for Finish. Our work is similar to these but for the Spanish language. To the best of our
knowledge, our paper presents the first open release of a Spanish BERT-model and evaluation.

3  SPANISH-BERT MODEL, DATA AND TRAINING

We trained a model similar in size to a BERT-Base model (Devlin et al., |2018)). Our model has 12
self-attention layers with 16 attention-heads each (Vaswani et al.,[2017), using 1024 as hidden size.
In total our model has 110M parameters.

For training our model we collected text from different sources. We used all the data from Wikipedia
and all of the sources of the OPUS Project (Tiedemann| |[2012) that had text in Spanish. This sources
includes United Nations and Government journals, TED Talks, Subtitles, News Stories and more.
The total size of the corpora gathered was comparable with the corpora used in the original BERT.
Our corpus for training has about 3 billion words and we release it for later us Our corpus can be
considered as an updated version of the one compiled by |Cardellino| (2016).

For training our BERT model we consider some details of training we saw have been successful
in RoBERTa (Liu et al. [2019). In particular, we integrate the Dynamic Masking technique in our
training which refers to using different masks for the same sentence in our corpus. The Dynamic
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Masking we used was 10x, which means that every sentence had 10 different masks. We also
consider the Whole-Word Masking (WWM) technique from the updated version of BERT (Devlin
et al.l|2018). WWM ensures that when masking a specific token, if the token corresponds to a sub-
word in a sentence, then all contiguous tokens conforming the same word are also masked. Also we
trained on larger batches compared with the original BERT (but smaller than RoBERTa). We trained
for 2M steps on each model, with batch size of 2048 using Google’s preemptible TPU v3-8.

4 GLUES

In this section we present the GLUES benchmark, a compilation of common NLP tasks in the
Spanish language, following idea of the original GLUE benchmark (Wang et al., 2019) for the
english language. Through this benchmarks, we hope to guide and standardize future Spanish NLP
efforts. We next describe the tasks that we currently consider in GLUES.

Natural Language Inference: XNLI The Cross-Lingual NLI Corpus (Conneau et al.,|2018)) is an
evaluation dataset that extends the MNLI (Williams et al.,[2017) dataset by adding development and
test set for 15 languages. Given a premise sentence and a hypothesis sentences, the task is to predict
whether the premise entails the hypothesis (entailment), contradicts the hypothesis (contradiction),
or neither (neutral). That is, the task is a 3-class classification. In this setup we train using the
Spanish machine translation of the MNLI dataset, and use the development and test set from the
XNLI corpus. This task is evaluated by simple accuracy.

Paraphrasing: PAWS-X The PAWS-X (Yang et al., [2019a) is the multilingual version of the
PAWS dataset (Zhang et al.l |2019). The task consists in determining if two sentences are semanti-
cally equivalent or not. The dataset provides standard (translate) train, development and test set. It
is evaluated using simple accuracy.

Named Entity Recognition: CoNLL For this task we use the dataset by [Tjong Kim Sang|(2002).
Named Entity Recognition consists in determining if each word in a sentence corresponds to an
entity or not. Named entities are phrases that contain the names of persons, organizations, locations,
times and quantities. This particular dataset focuses on the first three and adds a fourth category of
miscellaneous entities. This dataset is tagged using the BIO schema. This dataset provides standard
train, development and test sets and the performance in this task is measured with F1 score. For this
task, Precision is the percentage of named entities found that are correct and Recall is the percentage
of named entities present in the corpus that are found.

Part-of-Speech Tagging: Universal Dependencies v1.4 Part-of-speech (POS) tagging is the task
of tagging a word in a text with its part of speech. A part of speech is a category of words with
similar grammatical properties. Common Spanish parts of speech are noun, verb, adjective, adverb,
pronoun, preposition, conjunction, etc. For this task we use the spanish subset of the Universal
Dependencies (v1.4) Treebank (Nivre et al., 2016). The version of the dataset is chosen following
the works of [Wu & Dredze| (2019) and [Kim et al.| (2017). The dataset provides standard train,
development and test sets. This task is evaluated by the accuracy of predicted POS tags.

Document Classification: MLDoc The MLDoc (Schwenk & Lil 2018)) dataset is a balanced sub-
set of the Reuters corpus. This task consists in classifying the docuements into four categories,
CCAT (Corporate/Industrial), ECAT (Economics), GCAT (Government/Social), and MCAT (Mar-
kets). This dataset provides multiple sizes for the train split (1k, 2k, Sk and 10k), plus standard
development and test sets. We chose to train using the largest available test split. This task is
evaluated using simple accuracy.

Dependency Parsing: Universal Dependencies v2.2 The task of dependency parsing consists in
assigning a dependency tree to a given sentence. A dependency tree represents the grammatical
structure of a sentence and defines the relationship between “head” words an “dependent” words
which are associated to those heads. The relationship between the two words is expressed with an
edge of the dependency tree and the type of relationship is represented by the label of said edge.
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Model XNLI PAWS-X NER POS MLDoc
Best mBERT results 78.50%  90.70° 87.38¢ 97.10® 95.70¢
Spanish BERT uncased 80.15  89.55 82.67 9844  96.12

Spanish BERT cased 82.01 89.05 88.43 9897 95.60

Table 1: Comparing our Spanish-BERT with the best results achieved by alternative multilingual
BERT models. Since GLUES is a spanish-only benchmark, no all previous works have evaluated
mBERT in every GLUES task. Superscript a corresponds to the results obtained by Wu & Dredze
(2019) and superscript b to the one obtained by Yang et al.|(2019a).

For this task we use a subset of the Universal Dependencies v2.2 Treebank (Nivre et al., [2018]).
The spanish portion of this dataset consists of three subsets, Spanish_AnCora, Spanish.GSD and
Spanish_.PUD. We use the concatenation of the AnCora and GSD portions of the dataset. This
decision and the version choice is made following the work from|Ahmad et al.| (2018]).

This task is evaluated using the metrics UAS and LAS, which stand for Unlabeled Attachment
Score and Labeled Attachment Score, respectively. UAS is the percentage of words that have been
assigned the correct head, whereas LAS is the percentage of words that have been assigned both the
correct head and the correct label for the relationship.

Question Answering: MLQA The MultiLingual Question Answering (MLQA) (Lewis et al.,
2019) is a multilingual dataset for question answering derived from SQuAD (Rajpurkar et al.,2016).
Given a context and a question, the task of question answering consists in finding the word or
sequence of words within the context that answers the question.

This dataset set provides a train split translated from English, and new development and test sets
for each language. This task is evaluated using Exact Match, that is, the percentage of answers that
match exactly, and F1 score, where the prediction and ground truth are treated as bags of tokens,
and compute their F1 score. Then this individual score is averaged across all questions. This task
provides an evaluation script along the dataset.

5 EVALUATION

5.1 FINE-TUNING

Since one of the goals of our work was to compare the performance of Spanish-BERT to
mBERT (Wu & Dredze, 2019; [Yang et al.l [2019a)), our experimental setup closely follows the one
from Wu & Dredze| (2019)). Task specific output layers are incorporated following the original work
from Devlin et al .| (2018).

For each task, no preprocessing is performed except tokenization from words into subwords using
the learned vocabulary and WordPiece. We use Adam (Kingma & Bal|[2014) for fine-tuning with 3
of 0.9, B3 of 0.999 and L2 weight decay of 0.01. We warm up the learning rate over the first 10% of
steps and then linearly decay the learning rate.

In order to be able to fine-tune in one single GPU, we limit the length of each sentence to 128 tokens
for all tasks. To accommodate for tasks that require word level classification we use the sliding
window approach described in|Wu & Dredze (2019). After the first window, the last 64 tokens are
kept for the next window, and only 64 new tokens are fed into the model.

For the hyperparameter selection, we run experiments using different combinations of batch size,
learning rate and number of epochs, following the recommended values from Devlin et al.| (2018):
batch size {16, 32}; learning rate {5e-5, 3e-5, 2e-5}; number of epochs {2, 3, 4}.

5.2 RESULTS

In Table 1 we present our results in comparison to other results obtained by independent works
using mBERT. Spanish BERT outperforms most of the results previously obtained, except in PAWS-
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X dataset, and our results also surpass those from XLM (Lample & Conneau, 2019) and UDPipe
(Kondratyukl, 2019). The largest difference can be seen on the XNLI task, which is the task that has
the largest training dataset. The best result in the PAWS-X task is obtained by using the training from
multiple languages availables in the task and fine-tuning mBERT using this merged dataset. This
is posible because mBERT is a multilingual model, but since Spanish BERT is a single language
model we fine-tuned and evaluated using only the spanish portion of the dataset.

It is important to mention that our model wasn’t able to surpass the state of the art in the NER task
stablished by |Strakova et al.| (2019). We don’t include their result in our comparison because they
designed an architecture specifically tailored for the NER task. Future work could involve replacing
their embedding layer with Spanish-BERT to provide a more accurate comparison.

At the time of writing, we are still performing the last experiments on Dependency Parsing and
Question Answering. Nevertheless, the current results show a strong advantage from our single
language model over previous multi-language models in Spanish tasks.

6 CONCLUSION

The advent of Transformer-based pre-trained language models has greatly improved the accessibility
of the average user to high performing models. In this paper we successfully pre-train a Spanish-
only model and open-source it together with the training corpus and evaluation benchmarks for the
community to use.

The ease of use of a pre-trained NLP model implies that its use cases are much broader, given that
practitioners from disciplines other than computer science could fine-tune them for their domain-
specific downstream tasks. By releasing our Spanish-BERT model we hope to encourage the re-
search and applications of deep learning techniques in Spanish-speaking countries.
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