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Motivation
AI advanced in breast cancer detection recently.

How we use these advancement in Africa.

Africa has many hospitals with few mammograms dataset; some may not keep all 
performed mammograms stored locally.



Motivation
We decided to start with NYU recent research that reached 89% AUC score, that 
was trained on a large dataset (~1m mammogram).

What can we get if we used such released model trained on a private huge 
dataset of mammograms?



Previous work: NYU v1.0
NYU trained a deep learning (DL) model on ~1m 
images from the NYU v1.0 private dataset.

Multiview DL model + heatmaps as channels from 
an auxiliary patch-based DL model.

Wu, Nan, et al. "Deep neural networks improve radiologists’ performance in breast cancer screening." IEEE 
transactions on medical imaging (2019).



Dataset
INBreast dataset: 115 cases (410 images).

Similar to NYU v1.0 dataset: in terms of resolution.

Moreira, Inês C., et al. "Inbreast: toward a full-field digital mammographic database." Academic radiology 19.2 (2012): 
236-248.



Approach
1. Direct inference with NYU model.
2. Transfer learning.
3. Feature extractor then SVM linear classifier.
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Conclusions

● ML + DL sometimes is better than focusing only on one 
field.

● We might think of a medical-ImageNet dataset for cancer 
diseases.

● There is an urge for medical centers to release a 
private-preserved medical datasets to do a wide test on 
different datasets.
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