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ABSTRACT

This paper describes the first stage activities of the SPIRA Project, a COVID-19
motivated research effort to design a system for the early prediction of respiratory
insufficiency via audio analysis. We describe the research motivation, its organi-
zation in research lines, the initial results obtained in those lines and a preview of
the future steps in this research project.

1 INTRODUCTION

The COVID-19 pandemic has stressed the need to develop simple, cheap and widely available
biomarkers. Monitoring potential patients remotely, frequently and automatically is the best way
to combine respect for social distancing and patient safety. According to specialists, one of the most
important symptoms of COVID-19 that leads to hospitalization is respiratory insufficiency, a con-
dition that is amplified in the case of the current pandemic due to the frequent occurrence of silent
hypoxia, that is, low blood oxygenation without noticeable short breath (Tobin et al., 2020).

This project aims at investigating voice signals as a biomarker, investigating the feasibility of early
detection of respiratory insufficiency. We propose both using artificial intelligence techniques, which
operate mostly as black boxes, as well as interpretable, more traditional voice analysis tools. Before
the eruption of the pandemic, the literature already mentioned speech as a biomarker, a point of view
which this work supports (Botelho et al., 2019; Trancoso et al., 2019; Nevler et al., 2019; Giovanni
et al., 2021). An early model for speech production subsystems and their neuromotor coordination
as a biomarker of COVID-19 has been proposed (Quatieri et al., 2020).

With respect to detecting signs of COVID-19 in audio recordings, there are several research initia-
tives on the Internet1, by startups2 or public challenges3, a few of which have already published
initial results (Tailor et al., 2020; Orlandic et al., 2021; Laguarta et al., 2020). Our work was the
among the first to aim specifically at respiratory insufficiency for patient triage. However, there are
several initiatives using language processing and artificial intelligence tools for patient screening and
treatment selection, such as patient selection by text extraction from radiology report (Hassanpour
et al., 2017) and also text processing from patient questionnaires (Spasić et al., 2019). Those works,
however, employ written language processing.

1https://link.springer.com/chapter/10.1007/978-981-10-7419-6 6
2https://www.voicemed.io/
3https://www.kaggle.com/vbookshelf/respiratory-sound-database
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We pursue two complementary approaches to develop a detection tool. The first approach collects
large amounts of data from respiratory insufficiency patients and healthy people, and applies arti-
ficial intelligence and machine learning techniques to obtain a speech classification system. This
predictive task we call the Big Data approach. However, data-intensive approaches are notoriously
opaque and do not yield satisfactory explanations on the underlying phenomena that are present in
the audio signals. The descriptive task of providing a detailed description of signal properties per-
taining to respiratory insufficiency in voice and speech signals is our second approach, called the
White Box approach.

Our general approach subscribes to the view of speech and voice as biomarkers (Botelho et al.,
2019). In this respect, the goals of the SPIRA Project are as follows: (a) creation of the dataset;
(b) development of audio preprocessing methods and artificial intelligence algorithms and audio
processing necessary to analyze the audios; (c) development of a broad acoustic description (sound
signal and speech and voice acoustic) and a linguistic description of the audios; (d) implementation
of an automatic audio classifier.

The main results of the first stage of the project are:

(a) Constructing a dataset of audios for COVID-19 related respiratory insufficiency;

(b) Showing the feasibility of detecting respiratory insufficiency with several neural net methods,
obtaining more than 90% accuracy.

(c) White box description of pauses in speech as COVID-19 biomarkers.

The paper is organized as follows. Dataset construction is presented in Section 2, which is followed
by white box description in Sections 3 and 4, and big data analysis in Section 5. Brief conclusions
are presented in Section 6.

2 DATASET

The collected voice samples from two different sources. Initially we started collecting audios from
patients infected by SARS-CoV-2, in special COVID-19 wards in three different hospitals of São
Paulo: two public hospitals linked to the University of São Paulo (Hospital das Clı́nicas and Hospi-
tal Universitário) and a private one (Beneficência Portuguesa). Voice samples were collected only
from patients with blood oxygenation level (SpO2) inferior to 92%, as an indication of respiratory
insufficiency. In the hospitals, 536 samples were collected from patients in different age groups.

A second source consisted of audios recorded via a web-based application. A system was specif-
ically implemented to collect speech audio donations from healthy volunteers. This allowed us to
build a control group. The system URL4 was disclosed through local news and social networking,
which allowed the collection of more than 6 thousands voices. A third source of audios was record-
ings of noise ward, created to deal with the fact that this kind of noise is present only patient’s audios
and not on the control group.

Different utterances were captured, but predominantly, the dataset consists of the sentence “O amor
ao próximo ajuda a enfrentar o coronavı́rus com a força que a gente precisa” (“Love of your neigh-
bor helps in strengthening the fight against Coronavirus”). This work focuses on this utterance,
a moderately long sentence containing 31 syllables and syntactic/prosodic branching constituents,
designed to allow for possible breathing breaks in major syntactic boundaries (e.g. the syntactic
boundary between the branching subject and the predicate), while being relatively simple to be spo-
ken, even by low literacy voice donors.

Several issues with the original dataset were identified and treated: class imbalance (fewer patient
instances); sex imbalance (more males in patients and more females in the control group); age
imbalance (more elderly patients). We addressed most of the dataset issues by sample balancing,
taking advantage of the greater number of control group samples. The number of samples used in
experiments was balanced by class and sex, but not by age, to avoid drastically reducing the available
data. Other issues actually led to discarding collected samples from the dataset (second voices in
the audio, popping and crackling noise, among others). The most serious issue for bias removal,

4https://spira.ime.usp.br
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though, is the presence of ward background noise in patient audios; we observed that it is easier to
insert ward noise in the control group than to remove it from the patients’ signal.

3 SPEECH PAUSE AS A COVID-19 BIOMARKER (WHITE BOX)

It is widely known that human voice is multidimensional as it involves a coordinated action of
respiration, phonation and resonating systems (Kent, 1997; Patel et al., 2018; Asiaee et al., 2020).
Any clinical or health condition that interferes with these systems may affect vocal production and
vocal quality, voice aspects that can be designated as dysphonia. The literature has reported that
28.6% of those infected with COVID-19 showed symptoms of dysphonia (Lechien et al., 2020),
as COVID-19 patients may present decreased or lack of energy for vocal production Asiaee et al.
(2020).

The following hypotheses guided this work. Admitting that respiratory insufficiency caused by
COVID-19 will impact the production of patient speech which, in comparison with the healthy
subjects, may present: H1) a greater number of pauses during speech production; H2) longer pauses;
and H3) longer utterances. It is also expected that there are influences of sex and age on predicted
variables, such as number of pauses, duration of pauses and duration of utterances.

The goals of this part of the study are to compare the characteristics of the speech pause (number and
duration) in the speech of individuals with and without COVID-19; to check if there are differences
in these variables as a function of the sex and age of the participants.

From the collected dataset, this study selected 193 speech samples, 94 of which came from the
speech production of COVID-19 patients (46 men and 48 women) who constituted the Patient Group
(PG) and 99 samples from healthy subjects (50 men and 49 women) constituting the Control Group
(CG). Patients were hospitalized and had blood oxygen saturation level below 92%, indicating res-
piratory insufficiency.

Samples were selected using visual and auditory acoustic inspection of audio files, from oscillo-
gram and spectrogram analyses. Recordings were divided into 5 age groups (ranging from ≥ 30
years to ≤ 60 years of age). Samples of speech consisted in the production of the dataset recorded
sentence. That sentence was designed in such a way that, if pauses are made, they occur condi-
tioned by prosody restrictions; it is moderately long, containing 31 syllables, designed to allow for
possible boundary breaks syntax that correspond to higher level boundaries of prosody constituents.
An automated speech segmentation tool was developed to analyze pauses (number and duration)
and extraction of the total duration of the utterance. Three variables were analyzed, namely: total
duration of utterance; number of pauses; and average pause duration.

Speech Control Patient
parameter Average Std Dev Average Std Dev

Utterance duration (s) 5.34 0.85 7.95 2.59
Pause duration (s) 0.13 0.16 0.53 0.19
Number of pauses 0.85 0.94 3.16 2.02

Table 1: Average and standard deviation values for the study variables

Initial results are shown in Table 1, according to which the group of patients has a longer average
duration of the utterance (5.34s and 7.95s) and duration of pauses (0.13s and 0.53s), as well as a
greater number of pauses (0.85 and 3.16 pauses per utterance). It is noteworthy that the maximum
number of pauses for the control group is 4, while for the patients this value is 11.

Analyzing sex and age influence, we noted that patients tend to have approximately the same dura-
tion of their utterances, regardless of the sex and age range, with the exception of the stratum >60.
The control group has a gradual increase in duration, so that the elderly utterances are longer than
those of young people.

The results fully corroborate the hypotheses. The symptoms of COVID-19 are fundamentally related
to the respiratory system which, in turn, critically influences speech production process. Changes in
speech fluency caused by COVID-19 were similar both for men and women, although women may
present differences in the inflammatory process due to the high expression of ACE2, the COVID-19
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receptor enzyme. Furthermore, patients tend to produce utterances with relatively similar duration,
with the exception of the last age group. This means that the longer duration of utterances in the
elderly may reflect the degree of sarcopenia (more accentuated in patients) and/or the decrease in
neuromuscular control that can affect speech motor control.

To conclude, patients with COVID-19 show changes in speech fluency and speech pauses can be
considered a biomarker and be used to identify respiratory insufficiency caused by COVID-19.

4 SIGNAL PROCESSING

Signal processing involves extraction of features that are relevant for linguistic and vocal signal
descriptions as well as the production of alternative representations that are relevant for machine
learning and classification of the input signals. Four main operations were defined to process the
signal: segmentation; noise reduction; feature extraction and annotation alignment.

Segmentation of the audio signal is a preliminary step for many subsequent signal processing tasks.
A first level of segmentation consists in identifying speech utterances and background noise. The
second operation is noise reduction, which improves both features extraction and machine learning.
Noise gating is a well-known technique for noise reduction which is based on a gaussian representa-
tion of the noise spectrum. Using speech/noise segmentation to define such a gaussian model of the
noise allows the training of an adaptive non-linear filter which selectively suppress or attenuate spe-
cific time-frequency components within the signal’s spectrogram, which may then be resynthesized
as a new noise-reduced audio signal. Feature extraction allows to gather additional metadata relevant
for linguistic and vocal signal description (Mitrović et al., 2010), producing augmented representa-
tions for machine learning, including statistics related to the number and duration of continuous
speech utterances and interruptions from speech/noise. Pitch and timbre related descriptions, eas-
ily obtained from different signal representations (Mauch & Dixon, 2014; Hibare & Vibhute, 2014;
Gómez & Herrera, 2004), provide several useful statistics of f0 and cepstral peak prominence as well
as characterization of formants. Regarding annotation alignment, automated techniques are under
development.

5 SIGNAL CLASSIFICATION (BIG DATA)

For machine learning purposes, the dataset was divided into training (292 audios), validation (292)
and test (108). We selected audios with the best signal-noise ratio to use in the test set, and the
second best audios were used for validation. We used Convolutional Neural Networks classify the
MFCCs of the input signal (Casanova et al., 2021b;a).

The first step in the training is to preprocess the obtained audios. In general, the majority of the
audios in the dataset was sampled at 48kHz. We pre-processed these files using Torch Audio 0.5.0
in the following way. First, audios were resampled at 16kHz for dimensionality reduction.. Second,
we extracted the MFCCs using a 400ms window employing Fast Fourier Transform (FFT) (Brigham
& Morrow, 1967), with hop length 160 and 1,200 FFT components, of which we retained only 40
coefficients. Before the MFCC feature extraction process though. The difference in audio duration
were adressed using windowing, to obtain 4 seconds audios (1 second hop).

To address ward noise only in patients audios, we injected pure background noise samples obtained
from COVID wards both for patients and control group. For this, we recorded 16 samples with
approximately 1 minute each. We decided to inject noise in all training and validation samples for
both patients and control group, to prevent bias in the process. We also inject noise in some testing
samples. Several neural network models were tested in preliminary experiments and we describe
the one that led to the best results. Figure 1 presents the chosen CNN model main features including
layers, filters, kernels, number of neurons and activation functions. The following conventions is
adopted: K is the kernel size ; D is convolutional dilation size (Yu & Koltun, 2015); FC represents
fully connected layers. The input size varies according to the experiment. We investigated the
use of Mish activation function (Misra, 2019) due to its regularization effects, which helps prevent
overfitting.

We used Binary Cross-Entropy as loss, and Adam optimizer (Kingma & Ba, 2014). The initial
learning rate was set to 10−3, and the Noam’s decay scheme (Vaswani et al., 2017) was applied on
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Figure 1: CNN topology proposed with four convolutional layers and two fully connected layers

each 1,000 steps. For each proposed experiment, we trained the model for 1,000 epochs using a
batch size of 30 instances. Regarding regularization, overfitting mitigation is a major concern given
the dataset noise characteristics. Several approaches for regularization were applied. Besides Mish
as an activation function, we used three other strategies. First, a global weight decay of 0.01 was
applied. Second, a dropout of 0.70 was used in all layers, except in the output layer, as an overfit
reduction strategy. Last, we applied group normalization (Wu & He, 2018) after each convolutional
layer. The group normalization was applied on pairs of convolution filters. Therefore, the number of
groups is half the number of filters. Our models were implemented using Pytorch 1.5.1 and trained
on a NVIDIA Titan V GPU with 12GB RAM.

Figure 2: Accuracy obtained per number of noise sampled inserted in training data

Experiments were projected to determine the optimal amount of noise samples inserted in training
and validation instances. Some experiments included noise injection also in the test set. In general,
the bias is greatly reduced by inserting at least one noise sample on the negative instances. The best
overall accuracy was obtained inserting 3 noise samples in both patients and control group, reaching
91% accuracy in the task. Figure 2 presents experiment regarding noise injection. Recent work is
exploring new methods to obtain even better accuracy Gauy & Finger (2021).

6 CONCLUSION

The paper presented the SPIRA Project, an ongoing project. The results obtained so far, seems to
validated the original project assumption that respiratory insufficiency can be detected to an accept-
able level of accuracy from audio signals obtained by remote recordings. Thus we are encouraged
to proceed to develop a pre-diagnostic assistant tool to help health professionals in patient triage ac-
tivities. Future work involved detailed descriptions of signal properties of patients and non patients,
as well as an extension of the current work to deal with respiratory insufficiency originating from
causes other than COVID-19.
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