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ABSTRACT

We analyze whether artificial intelligence (AI) foundation model platforms meet
the twelve principles of bottom-of-the-pyramid innovation. Perhaps surprisingly,
we find that they do satisfy several of the principles. On many of the ones they
do not, active AI research is underway. Some platform functionality beyond the
actual foundation model and education in the language of low-resourced users is
still missing. This analysis is supported by a case study of ChatGPT to perform
semantic mapping of sentences in a social good context. A call to action for
grantmaking institutions is provided.

1 INTRODUCTION

The two components of the title of this paper may seem incongruous or even oxymoronic. Foun-
dation models for artificial intelligence (AI), also known as large language models when applied
to natural language data modalities, are behemoths that require herculean efforts to train and run
(Bender et al., 2021). For example, it required an army of at least 31 people (Brown et al., 2020)
and cost several millions of dollars to train the GPT-3 model (Li, 2020). It is estimated that training
the BLOOM model emitted 50.5 tonnes of carbon dioxide equivalent and keeping its API deployed
and responsive is very costly as well (Luccioni et al., 2022).

In contrast, bottom-of-the-pyramid innovation is the idea of creating products of world-class quality
for the world’s socioeconomically poorest 2.7 billion people who live on less than 2.50 USD per day
at one-fiftieth the cost (or less) of those for developed markets (Prahalad, 2012). Extant examples
include biomass stoves, shampoo, solar lanterns, electrocardiogram machines, cars, and cataract eye
surgery. The key to such innovation is not forcing products or processes from developed contexts
onto developing ones, but to start a fresh design that begins with immersion into the lives of the
consumers to obtain insights and appropriate constraints. The argument is that constraints are a
necessary ingredient for breakthrough innovation and that the solutions obtained may be even better
than top-of-the-pyramid solutions.

In the last decade, there has been a movement of using AI for social impact — to address poverty,
hunger, ill health, poor education, and inequities of various kinds. The primary paradigm has been
volunteer data scientists partnering with social change organizations (non-profits, social enterprises,
government agencies, etc.) on short-term, one-off projects that may or may not be truly impactful.
Varshney & Mojsilović (2019) argue that to make true impact, what is needed is a reusable platform
approach rather than bespoke projects. A platform is a group of technologies used as a base upon
which applications and processes are developed. Platforms, instead of custom-tailored solutions,
reduce the time and effort in creating solutions, avoid the limited asset reuse that pervades AI for
social good, and reduce the work to integrate, deploy, monitor, and maintain solutions.

Since that paper predates the explosion of foundation models (and the coining of the term by Bom-
masani et al. (2021)), the authors point to single AI algorithmic formulations that can be repurposed
for multiple tasks, cf. Shi et al. (2020), and to AI toolkits and libraries that contain several closely
related algorithms applicable to different tasks, cf. Bellamy et al. (2019), as the starting point for
platforms. Today, however, we would argue that foundation models are the ultimate platform.
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Non-profit organizations and social enterprises (in contrast to large social media, financial services,
information technology, and retail companies) are low-resourced just like the individuals they serve.
They are bottom-of-the-pyramid organizations. In this paper, we will investigate whether the way
foundation models are being developed and deployed now leave gaps in being appropriate for low-
resourced organizations, especially those working to make positive social impact in the developing
world. In doing so, we will point out some potential calls to action. The discussion, although
grounded at the bottom of the pyramid, will be instructive for organizations, industries, and sectors
that span the entire gamut except for perhaps the three or four companies currently synonymous
with foundation models.

2 TWELVE PRINCIPLES OF BOTTOM-OF-THE-PYRAMID INNOVATION

The so-called bottom of the pyramid is highly heterogeneous, ranging from people dwelling in
urban slums to those spread out in rural villages on different continents having different cultures and
ways of life. Nevertheless, creating products and ecosystems to serve these disparate populations
commonly requires a focus on awareness, accessibility, affordability, and availability (Prahalad,
2012) by adhering to the following twelve principles (Prahalad, 2006):

1. focus on (quantum jumps in) price performance;
2. hybrid solutions, blending old and new technology;
3. scalable and transportable operations across countries, cultures and languages;

4. reduced resource intensity: eco-friendly products;
5. identify appropriate functionality;
6. build logistical and manufacturing infrastructure;

7. deskill (services) work;
8. educate (semi-literate) customers in product usage;
9. products must work in hostile environments;

10. adaptable user interface to heterogeneous consumer bases;
11. distribution methods designed to reach both highly dispersed rural markets and highly

dense urban markets; and
12. focus on broad architecture, enabling quick and easy incorporation of new features.

3 PRINCIPLES IN THE CONTEXT OF FOUNDATION MODELS

Some of these principles are more and less relevant to AI and foundation models. Let us go through
them one by one and discuss.

First, price. Although some foundation models may presently be called for free or at a nominal
cost for users, the truth of the matter is that they are still extremely extremely expensive, and no
organization in the world outside of a select handful have the resources to run them. If the end-
user maintains the ability to run inferences with the model, and the cost is amortized across many
users, then perhaps the price performance is actually reasonable. Nevertheless, reducing the costs
of foundation models (e.g. by somehow intelligently reducing the computation of training or find-
ing smaller, pruned or compressed models with equivalent performance) are called upon from the
perspective of bottom of the pyramid innovation, and are being pursued by AI researchers.

Second, foundation models are already beginning to combine the new technology of the transformer
architecture with older technologies like symbolic AI, information retrieval and human feedback.
These hybrid approaches are achieving improved performance and also reduced costs.

Third, large language models currently struggle with obtaining equivalent performance on low-
resourced languages and dialects as on high-resourced languages such as general American English.
Much of this discrepancy is because of much smaller available dataset size, which initiatives such
as Masakhane are addressing (Orife et al., 2020). Additionally, there may be inherent differences
between languages, such as in their morphology, that make some easier to model and others harder to
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model (Wan, 2022). Similar phenomena exist in foundation models for other modalities. Research
is underway to ameliorate this lack of transportability across cultures and languages.

Fourth, as mentioned in the introduction, training and running foundation model platforms incurs
tremendously high computational and thus energy and environmental costs. Moreover, one should
ask where the data centers are located at which the computations are performed. They are often in
rural towns that bear the brunt of environmental and social costs. Reducing environmental costs and
spreading them equally will require new innovation.

The fifth principle is appropriate functionality. For social change organizations to be able to use
AI and foundation models to satisfy their needs, simplicity is imperative. Some of the appropri-
ate functionality includes: model and data catalog and management, ease of applying models to
slightly different settings or desired predictions, batch processing, outputs that can be ingested by
common dashboard tools, and ease of integrating with other apps. The ease of applying models to
different settings or predictions is a key inherent property of foundation models, but the other kinds
of appropriate functionality require additional components in a foundation model platform than the
foundation model itself.

With AI being an information technology, the sixth principle, manufacturing infrastructure, is not so
relevant.

Seventh, since foundation models may be prompted in natural language, foundation model platforms
can deskill sophisticated data and other analysis that would normally require social change organi-
zations to have advanced skills. Furthermore, the software-as-a-service paradigm that is becoming
the prevailing form factor for foundation models pushes tasks such as deployment, monitoring, and
maintenance away from end-users within social change organizations.

The eighth principle, education, is critical. Although some foundation models such as Stable Dif-
fusion and ChatGPT have caught the public imagination, there is still a gap in the imagination of
how to apply such powerful models in useful ways to solve operational problems that non-profits
and social enterprises face. Teaching material, tutorials, examples, etc. in the language of the social
sector are needed.

Related to the ninth principle, hostile environments require a focus on safety and mitigations of
hazards and harms (Varshney & Alemzadeh, 2017; Varshney, 2022). Foundation models, including
large language models, have the ability to induce large socio-technical harms (Shelby et al., 2022),
including unwanted discrimination, toxicity, and more. Algorithms for fairness and other pillars
of trustworthy AI, specifically tailored for foundation models are being developed (Sattigeri et al.,
2022; Basu et al., 2023). Moreover, like most organizations, social change organizations do not
have the ability to verify the training of a foundation model because it is computationally prohibitive
(Brundage et al., 2020), unless clever methods are included from the outset (Bore et al., 2019).

The tenth principle calls for an easy user experience, likely with a no-code natural language interface
that is resilient to heterogeneous registers of language. It should not require computer programming
to run useful jobs. The ChatGPT interface with all interaction in natural language is a good example
of such an interface.

Eleventh, on distribution. As mobile phones have spread to the furthest reaches of humanity, in-
cluding among social change workers serving clients in rural villages and urban slums, they are
the vehicle for distributing the interfaces to foundation models for both fine-tuning (a form of extra
training on a specialized dataset) and inferencing. Uploading of new data and fine-tuning should
be performed when network connectivity is available. However, waiting for connectivity at infer-
ence time may not be possible. Therefore, pushing foundation models to edge devices remains an
appropriate technological need (that some researchers are pursuing).

Twelfth, the software-as-a-service or platform-as-a-service approach for interacting with foundation
models already allows updated re-trained models and new innovations to quickly disseminate.

To summarize, many of the principles of bottom-of-the-pyramid innovation are inherently met by
foundation models delivered as platforms-as-a-service, but others require additional work. Some of
that work is underway in research laboratories (although not necessarily in the same labs developing
and releasing the foundation models attracting the greatest attention), such as cost reduction, hybrid
approaches, performance improvement on low-resource languages, harm mitigation, and placement
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Figure 1: ChatGPT solution to the semantic mapping of sentences from the national development
plan of Liberia to United Nations Sustainable Development Goal targets.

of foundation models on edge devices. Other work is not underway, such as quality model manage-
ment, ingestible outputs, integrability, and education in the language of social change organizations.

4 CASE STUDY

As a case study of how a current foundation model platform can be used in a social good application,
we considered using ChatGPT to semantically map sentences in the national development plans of
countries to one of 169 possible United Nations Sustainable Development Goal targets they refer
to. This is a key step in a process known as the Rapid Integrated Assessment by the United Nations
Development Programme (UNDP). In 2017, this precise problem was tackled by a team of six AI
specialists in a bespoke 3-month-long research and development engagement with the UNDP using
modern natural language processing techniques at the time (Galsurkar et al., 2018). In 2023, a low-
skilled user obtained results of the same quality in seconds using the ChatGPT foundation model
platform with no fine-tuning and nothing but out-of-the-box use required. Results for two example
sentences from the national development plan of Liberia with ChatGPT are shown in Figure 1. They
exactly match the results of Galsurkar et al. (2018).

To ensure that there was no data leakage (ChatGPT containing the Galsurkar et al. paper in its
training set), we further tested the ChatGPT platform on sentences from the United Nations Human
Rights Council’s Universal Periodic Review in collaboration with the non-profit International Cen-
ter for Advocates Against Discrimination (ICAAD). In this case, the semantic mapping task was
to a plurality of the 17 higher-level United Nations Sustainable Development Goals. The results,
completed by a non-AI specialist in seconds with ChatGPT out-of-the-box without requiring any
computer programming, are shown in Figure 2. The mapping of these sentences to Sustainable
Development Goals has never appeared before in print or online; the results exactly match human-
validated results of ICAAD completed before the release of ChatGPT.

This case study is impressive, but also brought forward some shortcomings of the ChatGPT founda-
tion model platform, which are congruent with those identified in Section 3. In terms of education,
the non-AI specialist from ICAAD had heard about ChatGPT, but had not imagined that it could
be used to solve the semantic mapping problem that ICAAD needs to carry out its mission. This
awareness only arose in a meeting with an AI expert. Also, the interaction pattern which does not re-
quire programming, was appreciated by the ICAAD employee, but was very slow to use since every
sentence along with its prompt had to be typed in. The output, although correct, was not amenable
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Figure 2: ChatGPT solution to semantic mapping of Sustainable Development Goals problem.

to further analysis in the tools used by ICAAD: Excel and Tableau. The results are not necessarily
reproducible, which is a consideration in ICAAD’s work.

5 CONCLUSION

It is perhaps surprising that a costly technology, AI foundation models, already abides by a large
number of tenets of bottom-of-the-pyramid innovation. In most areas that it does not, research is
already underway to close the gap. The biggest gaps that remain are in educating the social sector
and in the ancillary platform components for model management and integration with other tools.
Given this state of affairs, grantmaking organizations (the funders of social change organizations)
should invest in the development of open-access foundation models in modalities that would be used
by their grantees and educate the sector on the possibilities that this technology holds. Furthermore,
it is likely that foundation model software companies will soon enough start developing integration
kits and connectors to other applications. If grantmakers do not exert their (purchasing) power and
also support technology developers to immerse themselves with non-profits to obtain insights on
which applications those are, the social sector and the developing world may be left behind.

Some modalities of foundation models that would be particularly useful for social good include the
following examples. A foundation model for satellite imagery (Martineau, 2023) would support
analysis and decision making for organizations working on problems such as poverty estimation and
intervention targeting, planting advice for shareholder farmers, cleaning ocean plastic pollution, cli-
mate action, and many more. A foundation model for the United States Census and American Com-
munity Survey would support several use cases encountered by social service providers, whether it
is in planning emergency food distribution or working toward housing equity. A foundation model
of tabular data from the operations management domain could support the logistics decision making
of various non-profits, social enterprises, and government agencies.
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