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ABSTRACT

Despite the large volumes of datasets available today, the majority of machine
learning models are not able to equally represent all members of a population. In
the clinical setting, issues around datasets and representation are exacerbated. For
minority subpopulations, less representation in the data leads to biased classifiers
in risk prediction models. Therefore, it is important to build models that increase
the fairness of medical risk predictions for minority subpopulations. This work
builds upon past work to propose risk prediction models for ICU treatments on
hypotension that are fair for minority subgroups.

1 INTRODUCTION

A key goal of prediction models in a medical setting is to provide reliable risk predictions that
correspond to observed risks of the patients, also known as calibration. Subpopulations that are
well represented in the training data tend to have good calibration. However, minority subpopula-
tions are generally not well represented in the dataset and as a result, are vulnerable to incorrect
predictions compared to that of the majority subpopulation (Rajkomar et al., 2018). Likewise in
low-resource settings, datasets with low dimensionality are prone to negative effects from predic-
tion models used on high dimensional data (Boutilier et al., 2021). To improve fair prediction of risk
for underrepresented groups, past work has looked at transfer learning and oversampling to address
biased classifiers (Gao & Cui, 2020; Yin et al., 2019). Other work has shown the positive effects
of re-calibration in minority populations when predicting risk in a medical setting (Barda et al.,
2021). The main contribution of this work is to provide a process for improving biased classifiers
using a multi-calibration technique. This technique improves model calibration scores across all
subpopulations, specifically looking at the risk for hypotension in the ICU.

2 METHODOLOGY

This work initially evaluates fairness in a risk model applied to the MIMIC-III dataset (Johnson
et al., 2016). MIMIC-III is a publicly available medical dataset with records of patients who stayed
in the critical care units of the Beth Israel Deaconness Medical Center in Boston, MA between 2001
and 2012. We evaluated the risk for hypotension treatments using sixteen common labs and vitals.
Then, we predicted for the likelihood of having a treatment (vasopressor, fluid bolus therapy or both)
versus no treatment. A set of target minority populations were defined by splitting the population
with a decision tree. The decision tree was trained on six protected demographic variables where the
labels were the binary treatment or no treatment labels. The two models implemented for the risk
prediction were Logistic regression (LR) and RNN. For the LR model, the inverse of regularization
strength was set to 0.001, the class weights were balanced and included an L2 normalization penalty
term. The RNN model was created using a lowered dimensional embedding that computes vector
representations that are dependent on patients’ past vitals in their ICU trajectory.

Many calibration techniques do not guarantee fair predictions for all subgroups Dwork et al. (2012),
so we used the multi-calibration algorithm created by Hebert-Johnson et al. (2018) and adapted by
Barda et al. (2021), in order to recalibrate the predictors across populations. The algorithm chooses
a random subgroup from the set of subgroups, evaluates the maximum residual loss, checks if the
loss exceeds the given threshold (α) and if so adjusts the predicted outputs by the magnitude of
the violation on the deciles of the subgroup. Finally, the algorithm outputs a post-processed set of
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predictions for the training and testing populations which guarantees calibration for all subgroups
above the given threshold.

Model performance was assessed through different discrimination and calibration metrics. Discrim-
ination refers to a model’s ability to separate classes and has been shown to be most useful in diag-
nostic settings. Calibration, on the other hand, assesses the agreement between true and predicted
risk scores (Steyerberg et al., 2010). Discrimination was evaluated with the area under the curve
(AUC). Calibration was evaluated with calibration-in-the-large (CITL) which provides an odds ratio
of the mean difference between the true and predicted risk, and calibration slope (CS) which eval-
uates the average strength (coefficient of the logits) of the model. In a perfectly calibrated model,
CITL and CS are both 1. Additionally, we asses statistical significance with p-values.

3 RESULTS

The results of the decision tree identified 15 subgroups with a tree depth of 6. Overall the model
was able to predict the treatment outcomes with a precision of 0.79 for no treatment and 0.30 for
treatment (overall accuracy of 0.677). We then tested the performance of each of the 15 groups in
our trained LR. For the remainder of the results, we evaluated the effects of multi-calibration on the
best and worst performing subgroups (best performing group had an AUC of 0.747, and the worst
performing group had an AUC of 0.586). After applying multi-calibration, the LR model showed
much greater improvement in the CITL and CS values. The same was seen in the subgroups as
well (Table 1). Likewise the RNN model showed improvement in the CITL and CS values. AUC,
however, showed little to no changes. In general, the RNN model performs better than the LR model
across the different metrics because of the time dependency of the LSTM, which can learn additional
representations of the patients over their trajectory in the ICU.

Table 1: Discrimination and calibration results from LR and RNN on varying training and testing
scenarios (80/20 split respectively): trained and tested on the full population (full), trained on the
full population, tested on the best performing subgroup (best), and trained on the full population,
tested on the worst performing subgroup (worst).

Model CITL CS AUC p-value
Before multi-calibration

LR (full) 0.315 0.788 0.695 <0.01
LR (best) 0.797 1.307 0.747 <0.01

LR (worst) 0.174 0.276 0.586 <0.01
RNN (full) 0.813 0.943 0.901 <0.01
RNN (best) 0.924 0.958 0.908 <0.01

RNN (worst) 0.724 0.905 0.896 <0.01
After multi-calibration

LR (full) 0.923 0.848 0.695 <0.01
LR (best) 1.143 1.320 0.747 <0.01

LR (worst) 0.239 0.276 0.586 <0.01
RNN (full) 0.960 0.962 0.906 <0.01
RNN (best) 0.936 0.968 0.909 <0.01

RNN (worst) 1.101 0.925 0.902 <0.01

4 CONCLUSION

The application of the multi-calibration algorithm showed improvements in performance across all
subgroups by assuring each subgroup’s residuals were above a specified tolerance hyperparameter.
Moreover, this algorithm can be applied to models that are sensitive to class imbalance and models
that are time dependent, improving overall calibration. Though discrimination metrics like AUC
provide helpful information regarding the model’s ability to separate classes, it ignores possible
biases in minority populations leading to false positives and negatives. Multi-calibration can lead
to more fair risk scores, regardless of a patient’s demographics or missing data, without negatively
affecting discrimination. Future work will examine the effect of multi-calibration in other datasets,
beyond that of previous work (Barda et al. (2021)), as well as show the performance on additional
calibration and discrimination metrics. Subsequently, this work can be extended to low resource
settings where lower dimensional data may be multi-calibrated to ameliorate predicted risk scores.
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